Gyrokinetic microinstabilities in ASDEX Upgrade edge plasmas
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Results of linear gyrokinetic simulations of ASDEX Upgrade [O. Gruber et al., Nucl. Fusion 39, 1321 (1999)] edge plasmas, with experimentally determined geometry and input parameters, are presented. It is found that in the near-edge region, microtearing modes can exist under conditions found in conventional tokamaks. As one enters the steep-gradient region, the growth rate spectrum is dominated—down to very low wavenumbers—by electron temperature gradient modes. The latter tend to peak near the X-point(s) and possess properties which may explain the ratios of the density and temperature gradient scale lengths that have been observed in various experiments over the last decade. © 2008 American Institute of Physics. [DOI: 10.1063/1.3000132]

I. INTRODUCTION

Over the last few years, linear and nonlinear gyrokinetic simulations have emerged as a useful tool for analyzing and interpreting turbulent transport or fluctuation measurements in tokamak core plasmas (see, e.g., Ref. 1, and references therein). Meanwhile, simulations for the plasma edge have primarily been done in simplified model geometries and/or with simplified physics models. Thus, it is the main goal of the present work to identify and characterize the microinstabilities driving the turbulence in tokamak edge plasmas by means of (local) gyrokinetic simulations based on real magnetohydrodynamic equilibria for two ASDEX Upgrade discharges. As it will turn out, such a more realistic description allows for new physical effects which shed some light, in particular, on the question which modes are likely to be responsible for the residual turbulent transport in the steep gradient zone of an H-mode plasma. Moreover, our results imply the necessity to reconsider the role of magnetic transport close to the edge of a tokamak.

A very good summary of the work until the mid-1980s concerning the identification and description of the relevant microinstabilities in tokamaks can be found in the review by Liewer.3 Therein, one finds, e.g., a discussion of ion temperature gradient (ITG) modes, trapped electron modes (TEMs), trapped ion modes (TIMs) (electrostatic or electromagnetic, collisionless or collisional) electron drift waves, microtearing modes, and kinetic ballooning modes (KBM). However, many of the early investigations referred to in this paper were based on very simple model geometries (like a sheared slab) or on simple physics models (like few-field fluid equations). Moreover, although electron drift waves had been a main candidate for driving the turbulence in edge plasmas since the pioneering theoretical work by Hasegawa and Mima,4 most of the other modes just mentioned were not associated specifically with the tokamak edge, in part due to a significant lack of realism of the underlying models.

In the course of the 1990s, the first nonlinear (Braginskii-type) fluid simulations including toroidal effects became available. Systematic studies done by Drake and co-workers5–7 employing a circular cross section, large aspect ratio model geometry8 indicated that one should expect, in particular, ITG modes, resistive ballooning modes, and electron drift waves to dominate L-mode edge plasmas. A similar conclusion (emphasizing, however, the role of nonlinear effects) was reached independently by Scott9 who extended his studies to gyrofluid models10 and realistic geometry.11 The first gyrokinetic turbulence simulations for L-mode and H-mode edge plasmas—but employing a simple model geometry—were reported in 2004.12 Here, besides toroidal electron drift waves, electron temperature gradient (ETG) modes were observed to play an important role in the H-mode case (when long-wavelength modes are suppressed by equilibrium $E \times B$ shear). The present work is intended to extend these previous studies to (local) gyrokinetic simulations including, in particular, trapped as well as passing particles, finite-beta effects, collisions, sub-ion-gyroradius physics, and realistic magnetohydrodynamic equilibria for two ASDEX Upgrade discharges.

The remainder of this paper is organized as follows: In Sec. II, we present some information on the experimental cases chosen for our simulations. In addition, we make some remarks about the employed simulation code and the input parameters that were used. In Sec. III, we show the results of our simulations. This section is divided into four parts, one for general core and edge results each, and one each for special phenomena found in these regions. Finally, in Sec. IV, we summarize our key results and present a brief outlook.

II. SOME BACKGROUND ON THE EXPERIMENTS AND SIMULATIONS

A. Choice of experimental conditions

The main goal of the present work is to perform a linear gyrokinetic analysis for ASDEX Upgrade edge plasmas with the GENE (Refs. 13 and 14) code, and to compare the properties of the resulting microinstabilities with known experimental transport characteristics in both L-mode and H-mode.
To this aim, we will examine two discharges, namely the shots #20431 and #22838, which display the following features:

- Discharge #20431 was a 1.0 MA, 2.4 T shot and had, in the time slice analyzed in this paper, 5.0 MW of NBI, and 2.5 MW of ICRH (H minority) heating. At this heating level and with a line averaged density of $4.6 \times 10^{19}$ m$^{-3}$, the input power was a factor of 7 above the H-mode threshold power and the discharge had clear Type I ELMs with a confinement enhancement factor of 1.1. Therefore, this case is chosen as an example of a discharge that is deep in the H-mode regime.

- Discharge #22838, on the other hand, was a 1.0 MA shot with a B-field ramp (about $-2.9$ T) to achieve an L-H transition, while the heating—15 MW of NBI, was chosen to be close to the L-H threshold. We study the L-mode phase (around $t=1.8$ s) as well as the H-mode phase (around $t=2.8$ s) to gain insight into the differences between the microinstabilities in established L- and H-modes, but relatively close to the L-H transition.

As the behavior of shot #22838 will turn out to be very similar to that of shot #20431, we will not show and discuss the results for this discharge to the same level of detail. Instead we will concentrate on pointing out similarities and key differences. Unless stated otherwise, our results refer to shot #20431.

It should also be noted that the MHD equilibrium we used for shot #20431 has been reworked for better edge accuracy, taking into account the large pressure gradients there. Balancing these in the Grad–Shafranov equation generates a peak in the edge current profile that reinforces the poloidal field and thus causes the kink in the $q$ profile (close to the separatrix) observed in Fig. 1. The MHD equilibrium for the second discharge, #22838, lacks this special treatment and thus also the kink in the $q$ profile. This results in considerably larger magnetic shear at the edge. As we will see, however, this difference does not lead to qualitative changes in the simulation results.

Moreover, we would like to mention that shot #22838 displays very interesting edge transport properties. In particular, it was measured that

- the ion heat transport is at the neoclassical level both in H- and L-mode phases, such that there should be no turbulence associated with significant ion heat fluxes (like ITG modes);
- the electron heat transport is anomalous, exhibiting similar transport levels in L- as in H-mode phases;
- the particle diffusivity is anomalous, showing significant differences between L- and H-mode plasmas.

These features are somewhat unconventional regarding the observed features of the L-mode phase, pointing to the possibility that long-wavelength microinstabilities (and turbulence) are suppressed by equilibrium $E \times B$ shear in both regimes. Under these circumstances, turbulence at moderate to high wavenumber would determine the anomalous transport in the particle and electron heat channels. We will return to this important point after we have presented the simulation results.

**B. Gyrokinetic simulation details**

All simulation results shown in the present paper have been obtained by means of the gyrokinetic turbulence code GENE (Refs. 13 and 14) in its linear mode of operation, taking into account two particle species (electrons and deuterium ions), passing and trapped particles, electromagnetic effects, collisions (including both pitch angle and energy scattering between like and unlike particles), sub-ion-gyroradius physics, and realistic MHD equilibria. Thus, our model may be considered rather comprehensive within the limits of a local approach. Although the GENE code can track subdominant instabilities when used as an eigenvalue solver, here we only search for the most unstable modes and thus operate the code as an initial value solver. Collisions are modeled in GENE using the velocity space part of a linearized Landau–Boltzmann operator, see Refs. 15 and 16.

The simulations are carried out with $32 \times 16$ grid points in $(u_{ti}, \mu_{ti})$ velocity space, using—depending on the complexity of the geometry under consideration—between 32 and 64 grid points in the parallel direction and typically 12 $k_y$ values (allowing for parallel connections across the box boundary), probing only a single $k_t$ mode at a time. Here, the perpendicular box size is determined by the expressions $L_y = 2\pi/k_y$ and $L_z = 1/(\hat{s}k_t)$, where $\hat{s}$ is the (global) magnetic shear of the flux surface under consideration. The convergence of the results under these conditions is checked by means of careful resolution tests.

GENE employs field-aligned coordinates, and the required metric coefficients are obtained from MHD equilibria via a field-line tracing procedure described in Ref. 17. Thus, there are no approximations or special assumptions being made in order to simplify or model the geometric input data. Instead, we work with the full geometric information contained in the experimental MHD files. This allows us, in particular, to perform very accurate simulations in the neigh-

![Safety factor profile for shot #20431 at t=1.82 s.](image-url)
borhood of the separatrix, where the influence of the X-point is clearly reflected in the behavior of the metric coefficients.

For the simulations of shot #20431, we choose four flux surfaces to represent distinct regions in the plasma. Figure 2 shows the profiles we use for our edge simulations. These are obtained through hyperbolic tangent fits to the data from various plasma diagnostics, averaged over the time window \( t=1.65s \). Table I shows our nominal input parameters, with the gradients being defined according to the formula

\[
\omega_x = -\frac{1}{x} \frac{dx}{d\rho_{\text{tor}}}. 
\]

Here, \( x \) represents the temperatures \( T_e, T_i, \) or the particle density \( n, \) while \( \rho_{\text{tor}} = \sqrt{\Phi/\Phi_{\text{edge}}} \) and \( \Phi \) is the toroidal flux. For labeling the flux surfaces in this document, we use \( \rho_{\text{pol}} = \sqrt{\Psi/\Psi_{\text{edge}}} \) with the poloidal flux \( \Psi. \) All frequencies are given in units of \( c_s/L_\perp, \) where \( c_s \) is the ion sound speed and \( L_\perp = \sqrt{\Phi_{\text{edge}}/\pi B_0}, \) \( B_0 \) is the magnetic field at the magnetic axis. Using this definition, which is roughly the minor radius, we get \( L_\perp = 0.673 \) m for shot #20431, \( L_\perp = 0.672 \) m and \( L_\perp = 0.679 \) m for the L- and H-mode phases of shot #22838, respectively.

In the case of shot #20431, we note that the experimental uncertainties for the \( T_i \) profile are larger than those for the \( T_e \) and \( n \) profiles. This is due to the fact that there was no edge ion temperature diagnostics available. Thus, there are only few data points to determine the fit we use. For the electron temperature and density, the measurements were taken prior to an ELM, whereas for the ion temperature there is no ELM synchronizing. The data for shot #22838, on the other hand, included measurements from a new edge CXRS diagnostic which yields a much more accurate \( T_i \) profile (see Figs. 3 and 4).

A note of caution has to be sounded regarding the validity of gyrokinetic theory as one approaches the separatrix. There, the profile scale length (usually that of the electron temperature is the smallest) can reach values close to the ion gyroradius, which pushes the ordering imposed on gyrokinetic theory, \( \epsilon = q/L \ll 1, \) to its very limits. The ordering parameter \( \epsilon \) is particularly large at the outboard side of each flux surface, due to the lower magnetic field and the Shafranov shift, which decreases the distance between neighboring flux surfaces there. The following “worst case” values are obtained for our flux surfaces:
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In the edge flux surface, this value decreases by a factor of 5 towards the inboard side.

Furthermore, in the edge one may expect neutral particles—which are not included in gyrokinetic theory—to influence the plasma microinstabilities through collisions with the charged particles. While the electron-neutral collision frequency is comparable to the electron-ion collision frequency, we will see that the instabilities found in the edge are essentially collisionless. We thus assume the influence of neutral particles on our calculations to be small.

III. SIMULATION RESULTS

A. Outer core plasma

Before we focus on the main topic of the present paper, namely the identity and character of the dominant linear microinstabilities in the edge region of ASDEX Upgrade, we would first like to investigate the situation in the outer core plasma. The corresponding results are meant to serve, among other things, as a point of reference for what follows later. Thus, we will be able to better describe the differences between core and edge cases.

Indeed, for the flux surface at $\varrho_{\text{pol}}=0.5$, we obtain the same kind of microinstabilities which are commonly held responsible for core transport, based on earlier simulation work in simple $\delta$-$\alpha$ and Miller-type geometries (see, e.g., Ref. 1). The corresponding growth rate and frequency spectra can be found in Fig. 5. Descending from large perpendicular space scales towards smaller ones, the spectra show an ion temperature gradient (ITG) mode, spanning the $k_y$ range 0.04 $< k_y \varrho_s < 0.9$, which is immediately followed by an ETG mode that persists to very large wavenumbers around 60.

According to this finding, one may actually expect multiscale effects to be important in respective nonlinear simulations involving ITG and ETG modes at the same time.

Such phenomena have indeed been observed recently (see, e.g., Refs. 20 and 21, and references therein). Thus, assuming that the ITG-induced heat fluxes are not too large (i.e., the ion temperature gradient is not too far above the linear or nonlinear threshold), contributions from ETG turbulence can be expected to play a non-negligible role.

In the present case, the linear ITG threshold is found to be $\omega_{\text{ITG,lin}} = 0.87$. This means that the nominal gradient is about 80% above the critical one. A simple nonlinear GENE simulation—using adiabatic electrons—for real geometry showed that the resulting ion heat fluxes are unrealistically large, as could be expected. The experimental uncertainty of the ion temperature profile is not sufficient to explain this discrepancy. However, there are other possibilities to reconcile experiment and simulation. First of all, there are no motional Stark effect (MSE) measurements available to constrain the safety factor profile in the core of shot #20431. Gyrokinetic simulations$^{22}$ have shown, however, that the critical gradient for adiabatic ETG modes is proportional to $(1.33 + 1.91 \varrho/q)$. The dependence of the threshold on $\delta/q$ carries over to ITG modes with comprehensive physics as a test with a different equilibrium indicates. As a consequence, the experimental error bars in the safety factor profile (without MSE) allow for variations of the order of 50% in the critical gradient. In addition to this, we do not take into account possible $E \times B$ shearing effects which reduce the linear growth rates of ITG modes as well as the resulting transport. For the critical gradient of the ETG mode, we find a value of $\omega_{\text{ETG,cr}} = 0.95$, i.e., the experimental gradient is about 80% above the linear threshold. This causes less concern than in the ITG case, however, since the flux-gradient relationship of ETG transport is known to be much less stiff.

According to our findings up to this point, we are well within the boundaries of “conventional wisdom,” but interestingly, as we proceed towards the edge, the situation changes earlier than expected.

As our second core case, we show the results for $\varrho_{\text{pol}} = 0.93$, which corresponds to the pedestal top. As can be seen in Fig. 6, the mode frequency exhibits a sudden change of sign at $k_y \varrho_s = 0.5$. The lower $k_y$ modes rotate in the electron drift direction (negative frequency), the higher $k_y$ modes in
the ion drift direction. An examination of the parallel mode structure reveals that the instability with negative frequency is a microtearing mode. So far, this kind of plasma instability has been observed (in gyrokinetic simulations) mainly for spherical tokamak experiments, like in Ref. 24. The study in Ref. 24 also indicated that microtearing should be found even in conventional tokamaks as it is only gradually stabilized when increasing the aspect ratio. In addition, the local aspect ratio of flux surfaces near the edge of ASDEX Upgrade is similar ($A \sim 3$) to that of the mid-radius flux surfaces that were examined in the spherical tokamak studies. Furthermore, a recent gyrokinetic study employing a Miller-equilibrium approach also found microtearing unstable in ASDEX Upgrade H-mode conditions.

From a theoretical point of view, while there have been many investigations on microtearing modes since the 1970s, a clear physical picture is still lacking—and this makes it difficult to predict when microtearing modes should be expected to be important. At present, the best strategy is to perform comprehensive gyrokinetic simulations for specific conditions, as presented below. A more detailed study of the properties of these microtearing modes will be presented below.

The high-wavenumber region is, as in the other core case, dominated by an ETG mode. The critical gradients are $\omega_{\text{ItG, crit}} = 0.85$ and $\omega_{\text{ETG, crit}} = 0.82$, so that the experimentally determined gradients are 22% and 166% above the critical ones for the ITG and ETG modes, respectively. In Fig. 7 we show the $k_y$ spectrum as it appears with the ion temperature gradient set to zero (we will return to this setup in the next section), where the microtearing mode dominates up to $k_y \rho_s = 0.65$ and the ITG mode is found to be replaced by a TEM which smoothly transitions into an ETG mode towards smaller scales.

In shot #22838, again microtearing exists in the pedestal top of both L- and H-mode phases, even though in a less pronounced way than in the other discharge. Here, when decreasing the ion temperature gradient, we find that after only a small reduction, TEM starts to dominate, making it difficult to find the critical gradient for the ITG mode. If one extrapolates the growth rate curve, one finds that the experimentally determined gradient is again about 50%–80% above the linear threshold. At higher wavenumbers we find, as before, unstable ETG modes.

Further simulations show that in both discharges, microtearing also exists deeper in the core of the plasma, at values of $\varrho_{\text{pol}}$ of about 0.7. As an example for this, we show the $k_y$ spectra for $\varrho_{\text{pol}} = 0.77$ of the L-mode phase, Fig. 8. One finds the familiar picture consisting of ITG and ETG modes, and a microtearing mode at the largest scales.

In summary, the outer core plasmas of the ASDEX Upgrade discharges under investigation here exhibit the usual types of microinstabilities, namely ITG modes, TEMs, and ETG modes. However, in addition to that, microtearing modes are linearly unstable in the radial region $\varrho_{\text{pol}} \sim 0.7–0.95$, i.e., just inside the pedestal top. Even at $\varrho_{\text{pol}} = 0.5$, they turn out to be only marginally stable. Given its prevalent appearance under common ASDEX Upgrade conditions, the microtearing instability deserves a more detailed study which is the topic of the next subsection.

### B. Microtearing modes in the outer core plasma

In order to better understand the nature of the microtearing modes appearing in our simulations, we now perform variations of several plasma parameters about their nominal values to assess their respective influence. A similar study has been performed in Ref. 24 for conditions as found in the MAST spherical tokamak.

For these examinations, we use the $\varrho_{\text{pol}} = 0.93$ flux surface, taking the ion temperature gradient to be zero in order to avoid a competition between microtearing and ITG modes. This approximation is justified by the fact that the microtearing mode is more or less independent of the ion temperature gradient, as is shown in Fig. 9. All simulations are performed using $k_y \varrho_{\text{pol}} = 0.25$, the wavenumber corresponding to the largest microtearing mode growth rate. We employ $24 \times 32 \times 32 \times 32$ points in the radial, parallel, $v_\perp$, and $\mu$ directions, respectively. The radial resolution has been
doubled compared to before due to the very long extension of the microtearing mode along the field line.

Let us now turn to systematic variations of some of the main plasma parameters around their experimentally determined values. First, according to Fig. 10, the mode exhibits a critical electron temperature gradient of about $\omega_{Te, crit} = 1.34$. The existence of such a threshold is in line with analytical predictions. The nominal value exceeds this threshold by $\sim 63\%$. On the other hand, as we have seen above, there is virtually no dependence on the ion temperature gradient, and, in quasilinear estimates, the mode turns out not to produce large ion heat (and particle) fluxes. When varying the density gradient, one finds that the microtearing instability can also be driven by this parameter. Using our nominal pedestal top parameters, we indeed find a critical density gradient (see Fig. 11), while further inside the core we do not. There, simulations reveal that there exists a preferred value of the density gradient. In both cases, however, when the density gradient is further increased, the microtearing mode is dominated by a TEM. Our findings support those in Ref. 26, where an existing nonlinear theory was found to agree better with experimentally found transport values when the microtearing mode was assumed to be driven both by electron temperature gradient and density gradient.

FIG. 11. (Color online) Dependence of the microtearing mode on the density gradient. At high gradient, a TEM dominates.

Given its inherently electromagnetic nature, the microtearing mode is also expected to exhibit a critical beta value. And indeed, one finds that the mode becomes unstable only if $\beta_e$ exceeds a value of about 0.2%, see Fig. 12. The experimental value is about twice that high. Quasilinear results regarding the different contributions to the total cross-field transport induced by these modes show that the dominant transport channel is the magnetic electron heat transport, confirming the electromagnetic character of the instability. One more signature of this mode, related to the feature just described, is the even (odd) parity of its $A_{||}$ ($A_{\perp}$) component with respect to the outboard midplane position (where it generally peaks, see Fig. 13 and, e.g., Ref. 27).

Finally, several theoretical studies since the 1970s (see, e.g., Refs. 25, 28, and 29) pointed out that the presence of collisions greatly facilitates the destabilization of microtearing modes. Thus, one generally expects that such microinstabilities are more important in (radial regions of) discharges with a relatively high collisionality value, e.g., relatively close to the edge of a tokamak. In our present case, a collisionality scan (see Fig. 14) reveals that there indeed exists a threshold value, which is clearly exceeded here, however. In the collisionless limit, the growth rate of the microtearing drops substantially, and a TEM starts to dominate. Similarily as in Ref. 24, the mode is stabilized when going to high

FIG. 10. (Color online) Dependence of the microtearing mode on the electron temperature gradient.

FIG. 12. (Color online) Dependence of the microtearing mode on $\beta_e$. 

FIG. 9. (Color online) Dependence of the microtearing mode on the ion temperature gradient.
collisionalities, but here this occurs only for collisionalities greater than about $40c_s/L_\perp$, which is about 50 times the experimental value.

In summary, we have confirmed several expectations from previous analytical studies. Furthermore, our results agree well with recent gyrokinetic simulations of spherical tokamak plasmas, where similar dependencies were found. Our simulations (confirming hints from Ref. 24) show that microtearing modes are quite a common appearance even in conventional tokamaks, which implies that the well-established picture of ITG, TE, and ETG modes as main actors in tokamak microturbulence has to be extended to include the microtearing instability.

To gain a comprehensive picture and to learn whether microtearing modes can contribute significant transport, nonlinear simulations of this mode are also necessary. To our knowledge, there exists no publication to date containing such results. Nonlinear simulations of the microtearing instability are computationally expensive, as a very fine radial resolution is needed, while having large box sizes as a consequence of the low wavenumbers. In addition, the growth rates of microtearing in ASDEX Upgrade are quite small, resulting in long simulation times. We are currently running first nonlinear simulations, results of which can be expected to appear in a future publication.

C. Plasma edge

Moving further out into the plasma edge, a key question is how the microinstabilities react to the dramatic decrease of the gradient scale lengths. In other words, what is going to change when one is entering the steep gradient zone where normalized gradients can be larger by a factor of 20 or so with respect to the pedestal top values (see Table I)? In addition to that, the magnetic geometry is increasingly influenced by the proximity of the separatrix. In the following, we show the results for two flux surfaces, namely, $\varrho_{\text{pol}}=0.96$ and $\varrho_{\text{pol}}=0.98$, which represent, in #20431, the pedestal shoulder (with intermediate gradients) and the steep gradient zone, respectively. There, the ordering parameter $\rho/L_\perp$, which in gyrokinetic theory is taken to be much smaller than 1, reaches values as high as 0.2 in the case of ions. Thus one has to be careful when interpreting ITG results in that region.

In line with our general expectations, the character of the instabilities shows a significant change at the pedestal shoulder. The low-$k_y$ part of the growth rate spectrum is dominated by a mode with positive frequency (corresponding to the ion drift direction), which would normally be classified as an ITG mode. However, an ion temperature gradient scan reveals that the mode can exist even with zero temperature gradient (see Fig. 15), and that its mode frequency shows a smooth transition from positive (ion drift direction) to negative (electron drift direction) values. The instability thus shows properties both of ITG and TE modes and is very similar to the “ubiquitous mode,” which has been studied before both analytically and in gyrokinetic simulations. However, a recent study by Kammerer and co-workers on so-called exceptional points has shown that microinstabilities can be transformed into one another by smooth variations of the plasma parameters, making a unique labelling of instabilities impossible except in simple limiting cases. It is thus no surprise that hybrid modes are encountered in the pedestal.

FIG. 13. (Color online) Parallel mode structure of the microtearing instability. The electrostatic potential $\Phi$ shows an odd parity, while the electromagnetic potential $A_\parallel$ is of even parity.

FIG. 14. (Color online) Dependence of the microtearing mode on collisionality. At low collisionality, a TEM dominates.

FIG. 15. (Color online) Dependence of the low-$k_y$ mode ($\varrho_{\text{pol}}=0.96$) on the ion temperature gradient. The dotted line separates the ion drift direction (upper half) from the electron drift direction (lower half).
shoulder, where a small variation in radial position can lead to a significant change in the gradients.

In the pedestal shoulder of shot #22838, we find, both in L- and H-mode, that ITG modes dominate the large-scale region. Interestingly, the conditions in the pedestal shoulder seem to inhibit microtearing, as we have not observed them in any simulations there.

In all the aforementioned cases, at higher wavenumbers one observes a different instability which happens to be an ETG mode, but with a highly unusual character. This is why we will dedicate a separate section, Sec. III D, to this mode and some of its key properties.

First, however, we would like to present some results for the large-scale regime of the steep gradient zone in shot #20431, where we find an ITG-like mode that spans a \( k_y q_s \) range from ~0.01 to ~0.08 (see Fig. 16). It coexists with a microtearing mode that lies between 0.10 \( \leq k_y q_s \leq 0.18 \). In shot #22838, on the other hand, the low-\( k_y \) region in the steep gradient zone displays a TEM-like mode (both in L- and H-mode phases) similar to the one observed in the \( q_{\text{pol}} = 0.96 \) case of shot #20431, but which does not depend on the ion temperature gradient and still moves in the ion drift direction.

However, the importance of such large-scale modes in the steep gradient zone is difficult to assess from our simulations: As mentioned before, the gyrokinetic ordering for ions is only marginally satisfied in the edge. In addition, the radial extension of the steep gradient zone is only about 10\( q_s \). For \( k_y \approx 0.5 \), the radial extension of our simulation domain (as given by the formula in Sec. II B) becomes comparable to that of the steep gradient zone. Under such conditions, the local approximation (background plasma parameters are taken to be constant over the simulation box) used in our code breaks down. This issue is likely to be resolved by \( E \times B \) shearing which is particularly strong in the plasma edge and large enough to (at least partly) decorrelate the large-scale instabilities. This effect is not taken into account in our present simulations.

D. ETG modes in the plasma edge

At \( q_{\text{pol}} = 0.96 \), one observes a mode at high wavenumbers \( (k_y q_s \approx 0.7, \text{see Fig. 17}) \) with unique properties. As this same mode plays an even more prominent role in the steep gradient zone (at \( q_{\text{pol}} = 0.98 \)), where it is the most unstable mode over almost the entire \( k_y \) spectrum, we will now investigate its features in more detail.

Normally, linear microinstabilities peak at \( k_x \text{,center} = 0 \), which means that in the outboard midplane of the tokamak (i.e., at the “center” of the parallel extension of the simulation volume), the wavelength in the (radial) \( x \) direction is zero. Since \( k_y \) is always finite, this corresponds to structures which are highly elongated in the radial direction, so-called streamers.\(^{13,33}\) However, as one moves along the field line, the angle of these streamers is tilted away from the radial direction by magnetic shear. In the present case, however, to get maximal linear growth rates, one has to choose a finite \( k_x \text{,center} \) value (Fig. 18), which means that the streamers are tilted on the outboard side, not horizontal. Further examinations show that the mode can have streamers tilted in both directions, which lets the electrostatic potential peak at the top or at the bottom (i.e., near the X-points) of the plasma,
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Depending on the sign of $k_x$, here, negative $k_{x,center}$ corresponds to peaking at the bottom (see Fig. 19) and vice versa.

A complication that ensues when simulating this mode is that the $k_{x,center}$ value one has to choose to find the maximal growth rate is a function of $k_y$, forcing one to do two-dimensional scans in the $k_x$-$k_y$ plane to obtain a diagram like in Fig. 16. We circumvent this problem by using a script which evaluates, for each $k_y$ mode, at least three runs of GENE with different $k_{x,center}$ values, then estimating the maximal growth rates and the values of $k_{x,center}$ to choose for the next $k_y$. To keep the script simple, we use only one $k_y$ mode per run (i.e., the mode amplitude is cut off at the ends of the flux tube). This is done because the GENE code calculates only the largest growth rate within the simulation domain. Thus, other $k_y$ modes that are included to extend the flux tube in parallel direction (through the boundary condition described in Sec. II B) might mask the growth rate of the $k_{x,center}$ that one is interested in, thus confusing the algorithm of the script.

The restriction to one $k_y$ mode is only possible thanks to the strongly localized parallel structure of the instability, and convergence tests have shown that there are no qualitative changes to the results shown in Figs. 15 and 17. However, we do not show frequencies for these modes. The reason for this can be seen in Fig. 18: At the $k_y$ of maximum growth rate, the frequency depends roughly linearly on $k_y$. Thus, even when the maximum growth rate is determined relatively accurately, the frequency still has a large error bar—this is not due to bad convergence of the simulation, but due to an insufficiently accurate determination of the $k_y$ of maximum growth rate. The importance of the frequency that the instability has exactly at the $k_y$ of maximal growth rate is to be questioned, as the neighboring $k_y$ modes have similar growth rates, but different frequencies, which will all coexist in a nonlinear simulation.

Although the instability studied here exhibits a rather unusual parallel mode structure (it does not peak at the outboard side), we label this an ETG mode. This is justified by the following properties:

- the mode exhibits a linear instability threshold of $\eta_e = L_n/L_T = 1.1-1.25$;
- the electrostatic electron heat transport is the dominant transport channel;
- collisions have practically no influence on the growth rates;
- ions can be treated adiabatically without seriously affecting the instability.

The surprisingly large perpendicular scales to which this mode extends can be attributed to the steep gradients present at the edge. In Ref. 34, it has been shown that (within the framework of an adiabatic ion, simple model geometry treatment) ETG modes have their low-$k_y$ cut-off at $k_y \rho_e = \sqrt{T_e/t/(L_T/qR)}$. Thus, for typical core parameters ($R/L_T \sim 8$, $q \sim 1.5$), one expects this cut-off to lie at $k_y \rho_e \lesssim 0.1$, while for edge parameters ($R/L_T \sim 100$, $q \sim 4$), this formula predicts a cut-off at $k_y \rho_e \approx 0.0025$ or $k_y \rho_e \approx 0.15$ (for a deuterium plasma). This means that an ETG mode may extend down to the typical ITG/TEM scales in the steep gradient edge region. This is exactly what is observed in the present case.

The transport generated by this edge-ETG mode shows another interesting characteristic. The instability can produce both outward and inward particle transport, depending on the value of $\eta_i$. For $\eta_i \approx 1$, the particle transport points outward, while for $\eta_i \approx 1$ there is inward transport (a “particle pinch”). Note that this reversal is brought about by varying a gradient which is not the primary drive of the instability. This behavior is also found with TEMs, and may lead to the following mechanism. Consider a situation where $\eta_i < 1$, i.e., the normalized ion temperature gradient is smaller than the normalized density gradient. The instability then generates outward particle flux. This flattens the density profile, which in turn increases $\eta_i$. This continues until the point is reached when the instability starts to generate a particle pinch. The inverse scenario applies when starting from $\eta_i > 1$. This leads us to conclude that in situations where this edge-ETG mode is the dominant source of anomalous particle transport, the ratio between density and ion temperature gradient, $\eta_i$, can be expected to be found close to the value where the particle flux, generated by this mode, changes from outward to inward. This is consistent with experiments, where $\eta_i$ in the steep gradient zone is typically between 0.6 and 1.2.35

By another mechanism, this mode is also capable of setting the ratio between the electron temperature gradient and the density gradient. When starting at a very large value of $\eta_e$, there is a large amount of electron heat transport, which acts to reduce the temperature gradient. This reduces $\eta_e$, depending on the sign of $k_{x,center}$. Here, negative $k_{x,center}$ corresponds to peaking at the bottom (see Fig. 19) and vice versa.

![Fig. 19. (Color online) Fluctuation amplitude of the electrostatic potential, mapped to the flux surface $q_{pol}=0.98$. The plot shows one mode with $k_y=1.0$ and $k_{x,center} q= -25$.](image-url)
which in turn reduces the turbulent electron heat transport, until a steady state is reached. On the other hand, for low $\eta_i$ values, when the mode is still linearly stable, the electron temperature gradient is allowed to grow (due to missing transport) until the mode becomes unstable again. Depending on the “stiffness factor” (i.e., on the slope of the flux-gradient relationship just above the linear threshold), which may be expected to be moderate for edge-ETG modes, the experimentally observed $\eta_i$ may then be expected to exceed the threshold value by a reasonable amount. The measured values in ASDEX Upgrade edge plasmas are in the range $\eta_i \sim 2$, i.e., about a factor of 1.6 above the threshold. Thus, by the mechanisms just explained, the edge-ETG mode may be able to determine the ratios of temperature and density gradients ($\eta_i \sim 1$, $\eta_e \sim 2$) in the tokamak edge whenever it becomes the dominant channel of anomalous particle and electron heat flux.

The same kind of edge-ETG instability is present both in the L- and H-mode phases of shot #22838. Here, we find that the growth rate increases as the experiment enters deeper into the H-mode regime. This is due to the increase of $\eta_e$, which lies around 2.0 in a “deep H-mode” case, but only around 1.35 in our L-mode situation, the latter being very close to the critical value. It is reasonable to assume that this trend will carry over to nonlinear simulations, but on the other hand, the influence of $E \times B$ shear (which also increases when entering deeper into the H-mode regime) on the edge-ETG mode has not yet been determined and may reverse this tendency.

IV. SUMMARY

In this paper, we have presented comprehensive linear gyrokinetic simulations of ASDEX Upgrade edge plasmas based on realistic MHD equilibria. In this context, it turned out that the common list of microinstabilities (mentioned in the Introduction) as the main agents of anomalous transport in tokamaks is incomplete.

We have examined three scenarios, ranging from an L-mode (although close to the L-H transition) to a deep H-mode discharge. All over this rather broad range of experimental conditions, we found that the outer core region of these plasmas is susceptible to a microtearing instability which might enhance the electron heat flux in that region.

Furthermore, the steep gradients and highly shaped geometry in the plasma edge region lead to an E TG-like instability that exists down to very low wavenumbers and tends to peak near the X-point(s). It possesses properties which may explain the ratios of the density and temperature gradient scale lengths ($\eta_e \approx 2$, $\eta_i \approx 1$) that have been consistently found in various experiments over the last decade.

To fortify the results we have shown, especially those regarding the transport properties in the steep gradient-region of tokamaks, nonlinear simulations will be essential, accompanied by further comparisons with experimentally measured heat and particle fluxes. In addition, the interplay between increasing $E \times B$ shear and increasing growth rates (when entering deeper into the H-mode regime) needs to be assessed, as well as the influence of $E \times B$ shear on the larger-scale instabilities we found in the edge. These tasks are left for future work.
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